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One to One Online Interventions

This report outlines the results of a 
pilot project undertaken by the In-
stitute for Strategic Dialogue (ISD) 
in partnership with Curtin University 
and members of the global Against 
Violent Extremism (AVE) network. 

This project was carried out in order 
to assess the viability of a method-
ology for direct intervention with 
those at risk of falling into the orbit 
of violent extremist organisations. 

This report details the results of the 
pilot programme, outlines lessons 
learned and invites other organisa-
tions to critique and replicate these 
results. 

Introduction

“
Direct 
Intervention 
with those at 
Risk

”
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The internet permeates all aspects of 
modern life and violent extremism is no 
exception. Although the level of impor-
tance is sometimes disputed, few would 
deny the role that online communication 
has in driving people towards violent ex-
tremist groups. While there are various 
perspectives on the exact nature of this 
process, it is increasingly agreed upon 
that it is rare for individuals to radicalise 
entirely in absence of any outside commu-
nication.  Radicalisation remains a social 
phenomenon and the fact that some of 
these social interactions have migrated 
online does not change this. Extremists do 
not simply produce and disseminate pro-
paganda and then move straight to of-
fline recruitment, they utilise peer to peer 
messaging applications contained within 
social media platforms to engage in direct 
personal contact with potential recruits 
to their cause. Sometimes these online 
conversations completely displace offline 
recruitment.

Extremist propaganda is often removed 
and there are examples of nascent efforts 

to counter this throught the creation of 
counter-narrative campaigns. Counter-nar-
ratives, and offline counter-recruitment 
programmes such as EXIT and Channel, 
counter efforts of extremists to promote 
propaganda online and recruit in the of-
fline world.  This highlights the fact that 
there is a crucial piece missing in our ef-
forts to counter recruitment to extremist 
groups; the proactive utilisation of peer to 
peer messaging systems online to engage 
with those expressing extremist sympa-
thies.

Over the course of ISD’s management of 
the AVE network we encountered a num-
ber of isolated attempts to engage di-
rectly with extremists online, from former 
extremists infiltrating extremist forums to 
Twitter conversations between activists 
and extremist sympathisers. However none 
of these efforts had been attempted at 
scale none had had testing and success 
metrics built in from the start. As such, any 
evidence gained as to their effectiveness 
was anecdotal at best. 

Background

Project Aims

This project aimed to test the viability of 
an approach based on directly messaging 
those openly expressing extremist senti-
ment online and seeking to dissuade them 
from following that path. In doing so the 
project team designed a methodology 
for identifying candidates, overcoming 
the technological barriers, and measuring 
which messages were most effective in 
eliciting responses most likely to lead to 
longer-term engagement.
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As the aim of this project was to test 
a methodology which could be repli-
cated and utilised by other organisa-
tions it was decided to avoid costly 
bespoke software to identify and 
engage those expressing extrem-
ist ideas online and instead rely on 
tools freely available to all. Similarly, 
the pilot aimed to test this method-
ology across ideologies and geogra-
phies. 

This section will detail the chosen 
methodology and the rationale un-
derpinning it. 

methodology

“
Data such 
as age and 
location, was 
key to matching 
a candidate with 
the appropriate 
intervention 
provider

”
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Although other platforms were explored, it 
was decided that Facebook was the most 
appropriate site to test this methodology 
for a variety of reasons, as detailed below. 

Candidate Identification

Key to the success of this methodology 
is the ability to identify candidates that 
are at risk of falling into the orbit of ex-
tremist groups, or are already expressing 
sympathy for such groups. Although the 
structure of Twitter allows researchers 
relatively easy access to large amounts of 
data, Twitter users share far less personal 
data on their accounts. In the One to One 
project this data, such as age and location, 
was key to matching a candidate with the 
apocopate intervention provider.

The pilot project was in the design phase 
as Facebook Graph Search was being 
rolled out across the platform.Graph 
Search (as it operated at the time)  al-
lowed users to search Facebook by de-
mographic factors such as age, location 
and relationship status, in addition to 
interests, pages liked and group member-
ship. Therefore while Twitter is often the 
go-to platform for researchers seeking to 
map extremist ecosystems, Facebook was 
deemed to be more appropriate when 
attempting to identify at risk individuals 
within certain demographic criteria and 
matching those individuals to intervention 
providers. 

Messaging System

Facebook has an inbuilt and highly pop-
ular messaging system which allows 
accounts to communicate directly and 
privately with one another. This system 
has been used by a number of extremist 
recruiters to speak with potential recruits. 
Facebook users must be friends (or friends 
of friends) in order to message one an-

other, with messages from unconnected 
accounts generally landing in an inbox 
marked ‘Other’. This, for all intents and 
purposes, acts as a spam folder and is 
rarely checked. 

However, Facebook does contain a little 
known piece of functionality called Pay 
To Message that, as the name indicates, 
allows users to pay a nominal fee to en-
sure that they can message accounts they 
are not connected to. This fee is typically 
as low as $1, although this does appear 
to fluctuate depending on the popularity 
of the individual involved. Once the fee is 
paid, Facebook messenger functions in 
the standard fashion, with read receipts 
that allow users to tell when their messag-
es have been seen by the user they are 
messaging. Unlike Twitter, Facebook does 
not limit the number of characters which 
can be used in message. This allows for far 
more in depth initial messages. 

Therefore, Graph Search allowed research-
ers to identify candidates, Pay to Message 
allowed outreach providers to reach those 
candidates and the sheer scale of Face-
book meant that if we succeeded in devel-
oping a robust intervention methodology 
on this platform, it would likely be scalable 
to differing contexts. 

platform



8

One to One Online Interventions

As this project aimed, in part, to bring les-
sons learned in offline interventions to the 
online world it was decided that the inter-
vention providers selected to work on this 
project should all have experience carrying 
out offline interventions.  Working on the 
assumption that former extremists would 
be the most credible messengers, the proj-
ect team identified ten former extremists 
from within the AVE network - five former 
far-right extremists from North America 
and five former Islamist extremists from 
the UK. There was one woman and four 
men in each ideological grouping. This 
group allowed us to test the methodology 
across geographies, ideological grounds 
and gender.  These intervention provid-

ers were offered a nominal honorarium of 
£100 a month, and were therefore acting 
on an almost entirely voluntary basis.

Intervention providers were given the 
option of remaining anonymous and all 
providers  were allocated new Facebook 
accounts set up by the project team for 
the purpose if this project. These accounts 
were monitored by the project team 
throughout in order to code messages and 
responses, ensure  a prompt reaction to 
responsive candidates and safeguard both 
intervention providers and candidates 
should a threat of imminent violence or 
recruitment arise.  

Intervention Providers

Once experienced intervention providers 
were identified and had agreed to partic-
ipate, the targeting criteria which would 
dictate who would be considered ‘at risk’ 
had to be agreed upon. In order to achieve 
this, the project team built a list of the 
numerous factors Facebook Graph Search 
allowed users to search by, and circulat-
ed these among intervention providers.  
Although many of these were likely irrel-
evant (‘device type’ for example) it was 
decided to draw the first draft of the risk 
criteria from the intervention providers 
without steer, rather than have the project 
team dictate these.  

The most relevant factors found to in-
dicate risk were Pages liked and  Group 
membership. There were also addition-
al markers, such as a user’s cover photo 
and the tone and content of their regular 
posts. The project team collated the risk 
factors provided by the outreach provid-
ers and created two distinct sets of search 
criteria -one for those considered at risk 
of falling into the orbit of the violent Far 

Right extremism in north America and an-
other for those considered at risk of falling 
into violent Islamism in the UK.  

Having signed non-disclosure agreements 
and undertaken training, external re-
searchers recruited for the duration of this 
project began to utilise Graph Search to 
identify candidates they believed to be at 
risk. To ensure the candidates were genu-
inely at risk,  the candidates were reviewed 
first by the project team and then by the 
intervention providers. Two categories of 
people were removed at this stage -those 
that had been falsely identified as being at 
risk, as they were following pages and ac-
counts which were politically or religiously 
extreme but did not advocate violence, 
or those that were so far into the extrem-
ist milieu they went beyond the scope of 
this project. One example where this was 
evident saw an intervention provider de-
clining to contact their candidate as they 
considered theircontacting this person 
would put their personal safety at risk. 

Targeting Criteria & Candidate Information
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Message Type

As this was a pilot project there was no es-
tablished best practice as to what messag-
es were most likely to resonate with such a 
unique target audience. In offline interven-
tions there are competing theories as to 
what tone is most appropriate and wheth-
er or not to engage in ideological discus-
sions. As such, it was decided  the project 
team would not provide any direction to 
intervention providers as to what message 

to send but. This allowed each provider 
to build unique messages based on their 
own intervention experience and personal 
background. This had the added benefit of 
allowing the project team to gather data 
on what message types were most likely 
to elicit a response, and add much needed 
data to an on-going discussion between 
intervention providers of all kinds. 

The mercurial nature of the extremist eco-
system on Facebook meant that the orig-
inal targeting criteria acted as a starting 
point and evolved throughout the life of 

the project, with certain pages and groups 
taken down and others, that were found to 
be common among those at risk added on.
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Data was gathered on an on-going 
basis throughout this project in or-
der to provide a strong foundation 
for future projects interested in util-
ising this methodology. 

Some of the key findings are de-
tailed below, but these results are by 
no means exhaustive.  

Results

“
In the UK a number 
of those candidates 
deemed to be at 
risk of imminent 
travel to Syria 
were referred to 
Police contacts 
within the Channel 
programme

”
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The project aimed to identify 160 profiles 
of those considered to be at risk of car-
rying out violence, drawing 80 from the 
violent Far Right in North America and 
80 from the violent Islamist movement in 
the UK.  In total 154 profiles were identi-
fied. The discrepancy between the target 
and the actual number identified was due 
to the inability of one of the interven-
tion providers to complete his work. As 
this withdrawal took place before we had 
identified all candidates for this provider, it 
was decided researchers would not iden-
tify profiles that could not be acted upon.  
As outlined above, once identified profiles 
were passed to intervention providers to 
verify, over 90% of the profiles identified 
were confirmed as being ‘at risk’.

In the UK, a number of the candidates 
deemed to be at risk of imminent travel 
to Syria were referred to police contacts 
within the Channel programme, a UK Gov-

ernment initiative which aims to provide 
support to individuals at risk of being 
drawn into violent extremism1. 

Profile Identification & Verification

Word Cloud of all pages ‘Liked’ by those at risk of Falling into the Orbit of Violent Extremists

1 For more information, see here: https://www.counterextremism.org/resources/details/id/115/channel-process

https://www.counterextremism.org/resources/details/id/115/channel-process


12

One to One Online Interventions

Of those confirmed to be at risk of falling 
into the orbit of violent Islamist groups 
there were a number of pages which a 
high proportion of candidates were con-
nected to. These are detailed in the below 
table. It is important to note that while 
some of these pages would indicate risk 

Common pages among those at risk of falling 
into the orbit of violent Islamist groups

(for example those openly associating 
themselves with Islamic State of Iraq and 
the Levant), others are more broadly po-
litical or religious in nature and would not 
necessarily act an indicator in isolation. 
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Of those confirmed to be at risk of falling 
into the orbit of violent Far Right groups 
there were a number of pages which a 
high proportion of candidates had con-
nected to. These are detailed in the below 
table. As evidenced,  the Far Right candi-
dates were a more heterogeneous group 
than those at risk of falling into the orbit 
of violent Islamist groups, with only one 

Common pages among those at risk of falling 
into the orbit of violent Far Right GRoups

page present among more than 6% of can-
didates. It is important to note that while 
some of these pages would indicate risk, 
others are more broadly political (for ex-
ample the Tea Party) or religious in nature 
would not necessarily act an indicator in 
isolation. 
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Word Cloud of all pages ‘Liked’ by those at risk of Falling into the Orbit of Violent Far Right Groups

Of the profiles confirmed to be at risk, 76 
messages were drafted and sent to can-
didates. The large difference between the 
number of profiles identified and the num-
ber of messages sent  was due to a num-
ber of factors, both technical and human, 
including; the removal of profiles from 
Facebook, the withdrawal of designated 
intervention providers, malfunctioning pay 
to message functionality and of course 
those profiles deemed to be of insufficient 
risk.  Over 60% of the messages which 
were sent were actually seen by the candi-
date, with no notable difference between 
Far Right and Islamist profiles. This read 
rate is significantly higher than standard 
unsolicited mailing campaigns. According 
to MailChimp -a specialist email marketing 
service provider -no industry has an aver-
age read rate which exceeds 30%2. 

Messages Sent and Seen

“
Over 60% of the 
messages which 
were sent were 

actually seen by the 
candidate

”
2 See Mailchimp’s email marketing benchmarks here:  http://mailchimp.com/resources/research/email-market-
ing-benchmarks/ (Last accessed 01/09/2015)

http://mailchimp.com/resources/research/email-marketing-benchmarks/
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Candidates that were successfully reached 
(i.e. those that saw a message sent to 
them) were highly likely to react in some 
way, with 59% responding directly or 
demonstrating a shift in behaviour, such 
as a change in privacy settings or blocking 
the provider.  These shifts in behaviour, in 
absence of an actual reply, were coded as 
‘reactions’.  A majority of candidates sent 
a response of some kind; however there 
was a notable difference in response rates 
of far-right and Jihadist candidates,with 
63% of far-right candidates responding 
as opposed to 42% of Islamists.  Again, 
comparing this reaction rate with standard 
email marketing campaigns, this is orders 
of magnitude higher than would be ex-
pected. No industry tracked by MailChimp 

Candidates Reactions

achieves  click rates (indicating the person 
receiving the email is interacting with the 
content) higher than 6%.  

One possible reason for the differing re-
sponse rates between groups is the le-
gal frameworks in the UK and the United 
States. In the US candidates openly ex-
press support for a racist ideology and 
pose with firearms. This may suggest US 
candidates are more likely to believe they 
are immune from prosecution due to the 
first and second amendments, and as such 
more likely to engage. In addition, the 
media surrounding ISIS and associated 
groups during this pilot project may have 
encouraged those candidates expressing 
sympathy for ISIS to be more cautious. 

Of those candidates that did respond, a 
proportion either denied their adherence 
to the ideology in question or refused to 
engage. However a majority were willing 
to engage in a sustained conversation with 

Response Types

an outreach provider. Sustained engage-
ment was coded if five or more messages 
were exchanged and the candidate en-
tered into a meaningful  conversation with 
the intervention provider. 
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Response rates varied by large margins 
between providers; one provider received 
a response rate of over 90% and two re-
ceived no responses at all. At first glance 
it would appear to confirm the suspicion 
of many offline providers that there is an 
unquantifiable ‘x factor’ that some inter-
vention providers possess and others do 
not. However, when capturing the messag-
es sent, the project team coded these by 
tone and content, identifying those factors 
which were common to the successful 
messages. This allowed us to start to build 
data-driven best practice for online inter-
vention. These are detailed below. 

Tone

Message tone is highly important, with 
certain tones eliciting zero responses and 

others, such as the casual and sentimental, 
eliciting over 80% response rates.  A ca-
sual message, for example, could involve 
a simple prompt such as, “Hey, you’re an 
MMA fighter?” Whilst, a sentimental mes-
sage, included language such as, “I un-
derstand” and “I know what you must be 
feeling”. A reflective message tended to 
involve intervention providers examining 
their past and its effect on their future. 

This indicates that a simple adjustment in 
tone may drastically increase the probabil-
ity an intervention provider will receive a 
response.

Variables affecting response type
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Content

In addition to tone, message content was 
categorised and measured. Certain pat-
terns and best practices can be identified 
via the below results. These demonstrate, 
for example, the importance of personal 
stories and the futility of a negative ap-
proach.  

Highly personal messages which drew on 
the personal experiences of the interven-
tion provider and offered non-judgmental 
assistance to those at risk were the most 
effective. This may justify the decision to 
carry out this initial pilot project utilising 
former extremists, though it is possible the 
personal stories of survivors of extremism 
would be equally compelling. 

Messages which were more than one sen-
tence but less than five elicited the most 
responses. This suggests a less time con-

suming approach could be more effective. 
As, although one line prompts were largely 
seen as ineffectual, messages two para-
graphs long or more were also less pro-
ductive. Instead, response peaked at mes-
sages approximately a paragraph long.  

“
Highly Personal 

messages ... 
were the 

most effective

”
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Anonymity

Certain intervention providers opted to 
carry out the interventions using pseud-
onyms and anonymous profiles for their 
personal safety. Although it was expected 
that anonymous profiles would be less ef-
fective at eliciting responses, in fact these 
accounts received slightly higher levels of 
engagement than those using real names.  
However the choice to remain anonymous 
did seem to have an effect on intervention 
providers’ ability to achieve sustained en-
gagement. 

Certain candidates indicated that they 
would not engage with someone using a 
pseudonym, with one candidate respond-
ing to an anonymous intervention provid-

er: “I can’t take anything you say because 
you could be anyone. You are hiding be-
hind a name.” Another candidate respond-
ed to a message from a known account, 
stating “I read about you online after re-
ceiving this message” and “your life story 
is definitely different”.   These messages 
suggest that candidates may search on-
line for the people contacting them. It is 
important to note, however, that this could 
also have a negative impact. One candi-
date responded to outreach attempts with 
“Get lost you **** foundation monafique!” 
This is another element that would benefit 
from further research, with a larger data-
set. 

Shift in Behaviour

This project took place over too short a 
time period to effectively measure any 
long term shifts in belief system or be-
haviour. However a number of interactions 
gave indications that, with sustained en-
gagement, achieving a long-term adjust-
ment in behaviour may be possible, with 
trust built between intervention providers 
and candidates. This was evident when 
certain candidates stated they felt they 
could trust their outreach provider and 
that the interaction led them “to think 
deeply” for the first time.

Other interactions indicated a willingness 
to explore alternative ideas and engage 
with the personal journey of the interven-
tion providers. For example, one candi-
date messaged“[I] am curious to hear how 
and why you’ve changed your mindset.” 
Another intervention began with the can-
didate refusing help, stating “I don’t need 
no help I like me for me.” It was decided 
not to pressure those that refused, so the 
intervention was left at that. However, one 
week later the same candidate reached 
out to the intervention provider saying “I 
need help if u can help me.” This highlights 
both the importance of establishing lines 
of communication with those at risk and 
the potential impact this methodology 
could have in the longer term .

“
These messages 

do not, contrary to 
initial expectations, 
have to be bespoke. 
This result will help 
to make the project 
more replicable and 
less time consuming 

for the outreach 
providers

”
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The pilot project was an experiment 
to test the feasibility of outreach to 
at risk individuals online. As with all 
experiments, the learning curve was 
steep and many lessons have been 
learned throughout. 

This section will explore the key 
lessons learned and seek to identify 
some of the pitfalls  for other organ-
isations to avoid.  

Lessons
Learnt

“
The experiences 
and expertise of 
the intervention 
providers were 
fundamental to 
the success of 
this project

”
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Technology was essential to the project. 
However there was often a gap between 
what was theoretically possible with a 
piece of functionality on a platform and 
the reality. This project encountered sever-
al obstructions and delays as the technolo-
gy was often unreliable and unpredictable. 

Graph Search

As outlined in the methodology sec-
tion, Facebook was chosen as it allowed 
researchers to identify individuals that 
openly endorsed and promoted extrem-
ist narratives online. However, during the 
project, Graph Search became increasingly 
restricted, with both the search function 
and the results limited. In the later stag-
es of the project this greatly slowed the 
rate at which candidate accounts could be 
identified.

Account removal

The project was affected by the number of 
profiles which were removed by Facebook. 
As evidenced below, of the 154 profiles 
identified, 42 were removed by Facebook 
throughout the project. This issue dispro-
portionately affected Islamist, rather than 
Far Right profiles. These difficulties affect-
ed the researchers’ ability to collect and 
identify profiles.

Pay to Message

Facebook was also selected as it supplied 
intervention providers with the technolo-
gy to reach their candidates via the Pay to 
Message functionality. However, this was 
also found to be unpredictable. Through-
out this pilot project, ‘pay to message’ 

Technology
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was seen to sporadically malfunction in all 
Facebook accounts. For two intervention 
providers, pay to message was perma-
nently disabled, for no coherent reason 
that the project team could identify. In the 
absence of ‘pay to message’, candidates 
were largely unaware they were ever con-
tacted.

Intervention Provider Accounts

Further difficulties regarding intervention 
providers’ accounts were encountered. 
Facebook limits one individual to one 
Facebook account. Therefore, as interven-
tion providers had two accounts in their 
name (one for their own personal use and 
another for the project), one intervention 

provider had his account frozen. 
These technical problems restricted inter-
vention provider’s attempts to connect 
and converse with candidates and, overall, 
whilst these technological difficulties did 
not derail the project, they did delay it and 
may pose significant barriers to future at-
tempts to utilise this methodology. 

Intervention Providers

The experiences and expertise of the inter-
vention providers were fundamental to the 
success of this project. However a num-
ber of serious issues were encountered 
throughout the project which could threat-
en the viability of attempts to replicate 
this methodology elsewhere. 

The project plan required each interven-
tion provider send one message per week 
for sixteen weeks. All providers had full-
time jobs and were also involved in several 
other CVE projects, which could be time 
consuming and extremely draining. In ad-
dition, the project did not have the funds 
available to pay the intervention providers 
for their work, beyond a £100 monthly 
honorarium. Due to this throughout the 
project intervention providers struggled to 
adhere to their targets, and on a number 
of occasions had be to chased more than 
once to engage with responsive candi-
dates. Four intervention providers had to 
be replaced due to their personal time 
constraints. Consequently - while waiting 
in their intervention providers queue - 
some Facebook profiles were taken down 
and, therefore, could no longer be con-
tacted. 

Another issue which emerged involved 
intervention providers’ concerns over 
personal safety and security. As with all 
intervention work, there was an element of 
risk involved in contacting individuals that 
openly endorse and promote extremist 
content online. One intervention provid-
er left the project due to their concerns, 
whilst three others chose to interact anon-
ymously. 

“
Overall, whilst 

these technological 
difficulties did not 
derail the project, 

they did delay it and 
may pose significant 

barriers to future 
attempts to utilise 
this methodology 

”
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This pilot highlighted the potential 
of this methodology to significantly 
alter how we counter radicalisation. 
However the dataset involved here is 
a small one; other organisations and 
researchers should test, replicate 
and improve on this methodology. In 
particular a number of the assump-
tions underpinning this pilot phase 
need to be tested, such as Facebook 
being the most appropriate medi-
um and former extremists being the 
most effective messengers. 

Platforms such as Twitter and Goo-
gle+ should also be explored.  The 
use of community leaders, survivors 
of violent extremism and specially 
trained online intervention providers 
should also be explored and data 
on their effectiveness gathered and 
shared. 
 

recommendations

“
NGOs that carry 
out intervention 
work,  ... need to 
integrate online 
and offline 
intervention 
efforts

”
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The methodology employed during this 
pilot phase involved NGO actors utilising 
a private sector platform in consultation 
with Government agencies and pro-
grammes.  As such, the key recommenda-
tions generated span all three sectors and 
will be divided out as such. 

Government

• Online intervention work, much like 
offline intervention work, is a time con-
suming and difficult undertaking which 
is not sustainable unless intervention 
providers are highly motivated and well 
supported. Poorly resourced interven-
tions which are sporadic risk exacer-
bating the problem rather than solving 
it. As such Governments need to fund 
interventions with at risk youth in the 
online world as well as offline.

• Government coordinated intervention 
programmes, such as Channel in the 
UK, need to be updated to streamline 
a process of online referrals, proactive-
ly seek those at risk online and break 
down the artificial barriers which exist 
between  online and offline communi-
cation. 

Social Media Companies

• Social media platforms such Facebook 
and Twitter should build on efforts 
piloted in other areas of user safety 
and grant approved NGOs enchased 
access to identify and assist vulnera-
ble individuals. This could build upon 
a similar model to the suicide preven-
tion tool which Facebook rolled out in 
early 2015, which allows users to flag 

posts of concern and either message 
the potentially suicidal person, contact 
another Facebook friend for support or 
connect with a trained professional at a 
suicide helpline for guidance3. 

• Processes should be established to en-
sure that accounts which are removed, 
or simply flagged, for promoting ter-
rorist material are referred to indepen-
dent NGOs that can assess the likeli-
hood that the individual in question is a 
threat to themselves or others, and take 
appropriate action where necessary. 

• A number of designated point people 
with swift access to technical knowl-
edge required by NGOs and others 
working to assist vulnerable individuals 
should be appointed. With platforms 
that are in a contestant state of flux, 
having swift technical advice as to how 
to best navigate platforms would ame-
liorate many of the issues faced during 
this pilot phase, including security con-
cerns. 

Intervention NGOs

• NGOs that carry out intervention work 
need to integrate online and offline in-
tervention efforts, creating off roads for 
those at risk in the online space which 
can link in to their offline programmes. 

3 Newsbeat, “Facebook launches new suicide prevention tool in the US”, BBC, 26th February 2015, link last ac-
cessed 29th July 2015, http://www.bbc.co.uk/newsbeat/article/31641216/facebook-launches-new-suicide-prevention-
tool-in-the-us.

http://www.bbc.co.uk/newsbeat/article/31641216/facebook-launches-new-suicide-prevention-tool-in-the-us
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For too long those countering ex-
tremism online have been on the 
defensive, with the tools the inter-
net provides viewed as problems to 
be solved rather than opportunities 
to be exploited.  However, as the 
multi-billion dollar companies which 
have sprung up to mine and exploit 
personal data illustrate, all internet 
users leave trails of data. These trails 
can be picked up , with the most at 
risk users identified and engaged 
with to steer them away from their 
dangerous path. 

If honed and properly resourced 
this methodology points the way to 
a future in which an expression of 
violent extremist sentiment on social 
media is met in much the same way 
as it would be met offline - through 
the intervention of concerned spe-
cialists, rather than with recruitment 
or arrest.  Although peer to peer 
messaging has been a temporary 
boon to violent extremists online, it 
could be their ultimate downfall. 

Conclusion

“
Although 
peer to peer 
messaging 
has been a 
temporary 
boon to violent 
extremists 
online, it could 
be their ultimate 
downfall

”
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The project involved an examination of 
individuals that openly endorsed and 
promoted extremist narratives online. In 
this process, both the quantitative and 
qualitative data of these individuals was 
also collected and analysed. Although this 
study was limited to publicly accessible 
social media data, the nature of Facebook 
as a platform means these individuals may 
have been under the impression that the 
opinions they expressed online would be 
private.

In relation to the collection and analysis 

of social media data, the project sought 
to follow the ethical guidelines laid out by 
both the AoIR Ethics Working Committee4  

and the British Psychological Society in 
20135. As advised in both guidelines, any 
research that entails amassing and exam-
ining social media data must balance the 
potential risk to those being studied, with 
the greater social good that the project 
could provide. This section will further ex-
amine and evaluate the balance between 
the risk undertaken in this project and the 
social good fostered by it. 

Ethical considerations

Appendix

The pilot project entailed a degree of 
risk. The individuals examined within this 
project could have encountered issues 
concerning both their personal safety 
and mental wellbeing, particularly if their 
support of extremist content were to be 
exposed. Moreover, the risks were not 
limited to the individuals contacted in this 
project. The personal risk to the interven-
tion providers - who contact and engage 

with the candidates - must also be rec-
ognised. However, the project’s risk level 
must be measured against the social good 
produced by this work. Reaching out to 
vulnerable individuals will always entail 
an element of risk. Ultimately, these risks 
were deemed necessary to tackle such an 
extensive problem.  

Recognising the risk

4 British Psychological Society, Ethics Guidelines for Internet Mediated Research, Leicester, BPS (2013), Link 
last accessed December 3rd 2014. http://www.bps.org.uk/system/files/Public%20files/inf206-guidelines-for-inter-
net-mediated-research.pdf.

5 AoIR, Ethical Decision Making and Internet Research: Recommendations from the AoIR Ethics Working Com-
mittee Version 2.0 , Chicago: AoIR ( 2012), Link last accessed December 3rd 2014. http://aoir.org/reports/ethics2.pdf. 

http://www.bps.org.uk/system/files/Public%20files/inf206-guidelines-for-internet-mediated-research.pdf
http://aoir.org/reports/ethics2.pdf
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Various precautions, which sought to en-
sure the safety of both the candidates and 
intervention providers, were taken in this 
project. 

Risks to Candidates

The risk to candidates revolved around any 
possible infringement on their privacy and 
the exposure of their identity. Therefore, 
to limit this risk, provisions were taken to 
safeguard the data sourced, analysed and 
captured during this project. To achieve 
this, the Data Protection Policy largely fo-
cused on securing both the electronic and 
hard records of the data. 

• Information was only stored on an en-
crypted USB. When not in use, the USB 
stick was kept in a locked safe. Access 
to the safe was only available to ISD 
staff and the encrypted data could only 
be accessed by the project co-ordina-
tors.

• All electronic documents stored at ISD 
were password protected and placed 
on the encrypted USB stick. Documents 
were only available on this USB stick. 

• The USB and the documents within the 
USB never had the same password and 
these passwords were never communi-
cated by email. 

• Hard copies were only printed at ISD 
and could not leave the premises of 
ISD. 

• Hard copies could not be kept for lon-
ger than two weeks and were stored 
overnight in a locked safe. At the end 
of the two week period these records 
were collected and sent to a secure 
firm for incineration.  

 

Risks to Intervention providers

The risk to intervention providers primar-
ily derived from the threats they would 
receive from the candidates, or any inter-
ested parties who discovered their work. 
The foremost concern was that this online 
risk would translate into an offline threat.  
It is also important to emphasise that all 
the intervention providers involved in this 
project are engaged in intervention work 
offline. Therefore, they are aware of the 
risks inherent in this work and have their 
own protection policies in place. Several 
precautions were taken to protect the per-
sonal safety of the project’s intervention 
providers.

• The intervention providers used Face-
book profiles created for the purposes 
of the project to perform outreach. 

• The intervention provider’s Facebook 
accounts were monitored and record-
ed by ISD co-ordinators. If any explicit 
threat of violent was evident, ISD co-or-
dinators would take direct action in 
reporting this to the correct authorities 
within an adequate time frame. 

• Intervention providers were given the 
option to interact anonymously, if they 
wished to further protect their identity. 

Controls in PLace
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